


Best practices from areas such as FAIR principles, (meta)-data management, provenance and traceability research can be taken, but need 

to be integrated and adapted to the eld. Without taking into account input data quality, complex forecasting methods (e.g. Articial Intel-

ligence) cannot be robustly applied to natural hazards assessment.

Thus, we propose four actionable steps to improve data management, focusing on data properties and processes (producing data) in par-

ticular. We built upon established concepts of traceability (Cleland-Huang et al. 2014) and provenance (Miles et al. 2011), while connecting 

each process step to state of the art methods and tools of FAIR data management and data-centric articial intelligence (cf. Fig. 1):

Fig. 1: Overview of the conceptual data management workow and the associated inputs and outputs corresponding to the single process steps.

1.  Identication of data sources and contents: The rst step is focused on identifying data sources and formats. In scientic projects, this 

information can be collected in a (machine-readable) Data Management Plan (ma-DMP) (Miksa et al. 2023) to obtain an overview of 

all data sources and most important characteristics (e.g. format, size, license, context). This way, project stakeholders have an overview 

of all relevant data sources and a minimum set of information. This step should also help to identify existing metadata of reused data. 

This information can be then used and be compared against in subsequent steps. 

2. Denition of processing activities: To make results more reproducible and trustworthy, all data producing steps should be made explicit 

by dening a workow describing processing activities, as well as the input and output variables (cf. Step 1 to check for consistency 

between the data management plan and the actual workow). Established standards for representing complex workows, such as Busi-

ness Process Management (BPMN) (White 2004) or semantic web technologies (PROV-DM (PROV-DM), P-Plan Ontology (The P-Plan 

Ontology)) should and can be reused and adapted. 

3. Denition of (meta)-data and process activities trace templates: For all datasets, a metadata template should be provided containing 

the most relevant characteristics. Furthermore, for all relevant processing activities, provenance traces should be collected to increase 

the transparency of processing and enable monitoring of the process. Based on the purpose for the documentation, state-of-the-art 

approaches can be reused and adapted for this purpose: Datasets can be documented using, e.g., datasheets (Gebru et al. 2021). For 

machine learning models, this includes, e.g., model cards (Mitchell et al. 2019), as well as ML experiment tracking and model registry 

tools (e.g., MLow (https://mlow.org/), Weights & Biases (https://wandb.ai/). The overall workow can be formalized using task 

orchestration platforms for data engineering pipelines ((e.g., Kubeow (https://www.kubeow.org/), Airow (https://airow.apache.

org/)). Domain-specic vocabularies (Hungr et al. 2014; Themessl et al. 2022, UNISDR 2009) can further increase the interoperability of 

the produced results to further increase the reusability. 

4. Monitoring processes for natural hazard event data: After dening data sources and trace templates for both data and processes,

monitoring processes should be implemented to make sure that the processing activities, and data adheres to certain dened quality 

metrics (Heinrich et al. 2018; Themessl et al. 2022). This can range from predened thresholds for certain values, timelessness values 

or more complicated, qualitative checks on aggregated values. After the satisfaction of internal goals, results should be published and 

made available to others in machine-readable formats and with rich documentation, one approach to bundle the outputs is RO-Crate 

(Soiland-Reyes et al. 2022).

Wherever feasible, processing steps are conducted programmatically in Python, R and occasional shell scripts. We use Git for version control 

and GitHub (https://github.com/) as a tool for facilitating collaboration and structuring technical tasks. In addition, we strive to adhere to 

good practices in scientic computing (Wilson et al. 2017).

While these steps are generic data management steps, we show their applicability to the natural hazard research context in the next section.

DISCUSSION
To exemplify our method, we present the application of our method to the context of the gAia project. We iteratively developed the method 

during the project to support reviewability of processes and data based on literature research and feedback from project partners. Project 

members found the visualization of main processes helpful for discussions, integration points and further enriched it with information con-

cerning their actions.

We model crucial data processing activities (prov:activities) as a P-Plan instantiation (Fig. 2 and Fig. 3), representing the output of Step 2 - 

Denition of Processing Activities (cf. Fig. 1) and briey discuss them:

The gAia workow consists of four major phases: (i) Input preparation, (ii) pre-modeling, (iii) deep learning model training and processing 

and (iv) output generation. Each of the phases is then specied in concrete activities, for which parameters and metadata are tracked to 

increase provenance and reviewability. Example metadata include timestamps, creators and le size. We briey describe more specic meta-

data for single steps. Input and output data of each activity should be already specied in the Data Management Plan from the rst step (cf. 
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Fig. 1) and can be mapped into the workow manually or automatically.

Fig 2: gAia Workow Part I: Phases Data Preparation and Pre-Modeling

(i) The rst phase, input preparation, consists of (1) data preparation and (2) pre-processing of satellite data. Data preparation: Data to be 

used in various modeling steps, such as, e.g., landslide inventories from different sources, digital terrain models, geological maps or climate 

data, is collected and pre-processed (e.g. reprojection to a consistent coordinate reference system, computation of terrain indices and cli-

mate indices). Pre-processing of satellite data: Important preprocessing and transformation steps, such as applying atmospheric correction, 

performing georeferencing, mosaicing, unication and applying cloud masks, are carried out. The Normalized Difference Vegetation Index 

(NDVI) is computed from the preprocessed satellite images and used as an input for the subsequent steps. Beyond traditional provenance, 

other metadata such as data sources, limitations of collected data and processing parameters and outputs need to be tracked to support 

quality estimations of the provided data and the robustness of model outcomes.

(ii) The second phase, pre-modeling, consists of Neighborhood Correlation Image (NCI) (Im and Jensen 2005) computation and time-series 

(TS) change point detection. NCI computation is utilized as a technique to derive additional features from the NDVI images in order to 

incorporate the information of pixel neighborhood. Important task-specic characteristics to track would be for example the neighborhood 

size, which impacts the overall computation. In TS change point detection, the newly derived features are then, in conjunction with the 

NDVI images, used to determine the amount of change for each pixel. The change scores are aggregated by determining their respective 

weight, based on their contribution to the event detection.

Fig 3: gAia Workow Part II: Phases Deep Learning Model training & processing and Output generation
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(iii) The third phase, deep learning model training and processing, consists of additional data preparation (i.e., preparing data for being 

ingested in deep learning modeling frameworks), as well as model training, validation and evaluation. We leverage repeated nested spatial 

resampling for model performance estimation. Training data and hyperparameters need to be collected to ensure reproducibility of this step. 

Relevant metadata (e.g. intended use case, training data, evaluation metrics) for the deep learning models are collected and provided in a 

Model Card format for both internal and external documentation. 

(iv) The nal and fourth phase, output generation and interpretation, then consists of producing (1) readily usable geospatial data following 

common OGC standards (OGC) and (2) providing insights into model interpretability (Molnar 2023). Output data sets are supplemented 

with appropriate documentation metadata standards and style les for consistent visualization of the generated output in geographic infor-

mation systems. Additional important information derived by means of machine learning model diagnostics is also provided to facilitate the 

interpretability of results.

CONCLUSIONS
Data management in general and management of geospatial data in particular can pose major challenges for scientists and practitioners 

alike. However, proper data management and the adherence to FAIR data principles greatly facilitates data-driven research as well as general 

usability of data in a practical context.

Throughout this paper, we have identied and examined various challenges posed by current common data management practices con-

cerning the quality assumptions of geospatial data. Without making these quality concerns explicit, the quality of developed models and 

forecasts is also only questionable.

To alleviate this and bring the metadata of geospatial data more into focus, we have proposed possible solutions to improve selected data 

management difculties and discussed approaches to support and automate data management steps. Each step of our framework builds 

upon each other: Identication of data sources and information collection in a ma-DMP supports ndability and accessibility of the data and 

can act as a basis for provenance and traceability measures throughout the later steps. Denition of processing activities and the resulting 

workow formalization support reproducibility by making core activities explicit and linking them back to the data inputs and outputs de-

scribed in the ma-DMP. The denition of (meta-)data and trace templates based on the workow formalization is crucial to interoperability 

and reusability of created and processed data, as well as traceability. Lastly, monitoring processes further ensure the adherence to data qual-

ity standards and increase reusability of the produced outputs and models. Each of the four steps of this workow contribute to multiple 

aspects of transparent and reliable data management.

Specically, we have described a machine-readable workow composed of the most relevant processing activities (Step 2) established in the 

context of assessing shallow landslide occurrence in Austria. This workow has already proven benecial during the project implementa-

tion phase for coordinating tasks and activities, but will also be used to communicate main ndings to external stakeholders and for future 

project documentation. Selected relevant metadata for processing activities is discussed to showcase what kind of provenance information is 

important for different stakeholders throughout the entire process. One limitation so far is the customisation of the provenance model and 

the initial state of quality levels, which we want to extend and map to existing resources and ontologies. Furthermore, we want to expand

the advantages of our approach in the future by providing complex provenance questions for quality assurance and reviewability along the 

entire workow process.

By implementing these strategies, we aim to streamline the data management process, enhancing the integrity and reliability of the data. 

Ultimately, this contributes to the creation of improved inventories which serve as a robust basis for the development of machine learning 

models in support of disaster risk reduction.
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